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What is Data Analytics?

Turn large volumes of complex data into actionable information

Descriptive

What happened?

Diagnostic Why did it happen?

Data =—— - Decisions

Predictive What will happen?

What should be done?

Prescriptive

with business and

MATLAB Analytics work MATLAB enables domain _
engineering data Science run anywhere
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Data Analytics Workflow

Integrate Analytics with
Systems

Develop Predictive

Access and Explore
Models

Data

Preprocess Data

4 N r M 4 N
Files Working with Model Creation e.g. Desktop Apps
Messy Data Machine Learning
b X 1- S
e o [ext |
e —
Databases Data Reduction/ Parameter Enterprise Scale
Transformation Optimization Systems
MATI-AB Excel
T .NET
exe C/C++
Java Jdil
Sensors Feature Model Embedded Devices
» gﬁh Extraction Validation and Hardware
= De e 2ol ==
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Data Sources

Business and Engineering, Scientific,
Transactional Data and Field Data
Repositories File I/O Real-Time Sources
» Databases (SQL) » Text « Sensors
* NoSQL » Spreadsheet « GPS
« Hadoop « XML * Instrumentation

« CDF/HDF « Cameras
File 1/0 * Image « Communication systems
» Text » Audio » Machines (embedded systems)
» Spreadsheet * Video
« XML » Geospatial

Custom Applications

Web Sources Communication Protocols
« RESTHul * CAN (Controller Area Network)
+ JSON * DDS (Data Distribution Service)
« HTML * OPC (OLE for Process Control) — Pi Servers
» Mapping » XCP (eXplicit Control Protocol)

Financial datafeeds
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Feature Engineering
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Machine Learning




Machine Learning is Everywhere

= |mage Recognition
= Speech Recognition
= Stock Prediction

« Medical Diagnosis | E R @
= Data Analytics Nes
= Robotics

= and more...
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What is Machine Learning?

Ability to learn from data without being explicitly programmed

Solution is too complex for hand written rules or equations

! ) Hello!

Speech Recognition Object Recognition

—~

Engine Health Monitoring

Solution needs to adapt with changing data

,-\ : o : /( ,‘ ({ :» 4'_» ?%}; - ¥ - J
Weather Forecasting Energy Load Forecasting

A
b o TN

244

Stock Market Prediction

Solution needs to scale

loT Analytics Taxi Availability

Airline Flight Delays

learn complex non-

linear relationships

update as more data
becomes available

learn efficiently from
very large data sets
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Types of Machine Learning

Type of Learning Categories of Algorithms

Output is a choice between classes

Classification (True, False) (Red, Blue, Green)

Supervised
Learning

* Output is a real number (temperature,

Develop predictive Regression stock prices).
) model based on both
Mach Ine input and output data
Learning
Unsupervised Clustering » Discover a good internal representation
Learning » Learn a low dimensional representation

Group and interpret
data based only
on input data
10 ‘
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Types of Machine Learning

Machine
Learning

© Terasoft, Inc.

Type of Learning

Supervised
Learning

Develop predictive
model based on both
input and output data

Unsupervised
Learning

Group and interpret
data based only
on input data

Categories of Algorithms
» Decision Trees, Nearest Neighbor, Support

Vector Machines, Ensemble Methods,
Neural Networks, Discriminant Analysis

Classification

* Linear Regression, Generalized Linear Regression,
Nonlinear Regression, Mixed-Effects, Stepwise,

Regression
Neural Networks, Gaussian Process Regression
» k-means, k-medoids, Hierarchical, Gaussian
Clustering Mixture Models, Nearest Neighbors, Hidden

Neural Networks, Markov Models
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Machine Learning Workflow

Train: Iterate till you find the best model

™ ™
LOAD PREPROCESS SUPERVISED
DATA DATA LEARNING

’ FILTERS PCA CLASSIFICATION
SUMMARY CLUSTER REGRESSION
STATISTICS ANALYSIS

. d | et

Predict: Integrate trained models into applications

F = F =
NEW PREDICTION

DATA

) - > »
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Example: Human Activity Learning Using Mobile Phone
Data

7
‘ ‘. Classification Learner - Scatter Plot
CLASSIFICATION LEARNER VIEW |&] cce

Ial:lEI Py Py Py Py D ) Advanced [T Scatter Piot Q
- - Confusion Matrix
Import Feature Boosted Bagged Subspace  Subspace Train E D Export Model
Data Selection Trees Trees Discriminant KN E ROC Curve -
FILE | FEATURES | CLASSIFIER | TRAINING | PLOTS | EXPORT
[ Data Browser @ | ScatterPlot 7 |
. w History Variable on X axis: |
Machine = . Scatter Plot of humanActi
. SVM |L| avg_body_gyro_x_test - L
Learning Linear SVM 86.4% : 0.35 «
SVM Variable on Y axis:
BoxConstraint = 3 871% . oat
stdv_total_acc_y_test - -
[ ] KNN - . .
i Fine KMNM 94.9% .
Legend
KNN 5 = 025]
NumNeighbors = 2 90.7% Correctly classified 8 *ol,
| ®  Waling | -
KNN 7 ClimbingStairs ey X -
NumMeighbors = 1 94.1% *  Sitting b g x L 4
@
[ KNN 7 x :
C— .
NumMNeighbors = 2 91.7%| M, 8 0151 . %
= » -
Ensemble Misclassified - true class is: = x 9%
MumLearners = 100 95.9% - | X Walking E
ClimbingStairs 0ar
w Current model ¥ Sitting *
D ata - Type: Ensemble § [
[ ] Preset: « Custom > 0.05 .
Data Transformation: None s *
Status: Trained Show Classifier Results ]

» 3-axial Accelerometer data B of
» 3-axial Gyroscope data
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Example: Classify Limb Movements using EMG Data

Machine Learning Workflow

= Goal:

— Develop a classifier to identify type of
movement from EMG signal for Prosthetics
Development

Learning

= Approach: | Machine

— Access multi-dimensional data from sensors

— Interactively visualize
and explore trends

— Create a model

— Document results

14
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Tuning Machine Learning Models

Get more accurate models in less time

Automatically select best Automatically fine-tune
machine leaning “features” machine learning parameters

NCA Weights
. . . ' 9 T . . . <o (53 55 U > C > Usess » jcherie » Sandbox » temp » Pl Lt Al NAREENEIAFS
| Td#or~ BayesianOptimizston m Command Window. CIF -
Lt ® reject| | = >> m = fitcecoc(meas, species, 'Oprin', ('Ke z
Min objective vs. Number of function evaluations ¥ 2
1 | Tver | Eval | Objective | Objective | BestSoFar | BestSoFar | BoxConstrain |
Select best “features” ® keep I, T e | | runcine | tobaerved) | tescinay o
] 2| 7 iime 1 o121 oset1 oa21 oazi 122001 %
008 s d 5 A g .
t k 1 d | f L ] 8 | 2| Best | 0.00 1  0.3682 | 0.04 | 0.045482 | 82.744 | &
(0] eep IN Model 1Trom 006 % | 3| Besc | 0.02 |  0.34652 | 0.02 | 0.020008 | 9.0421 | |°
= | 41 Accept |  0.053333 | 0.3451 | 0.02 | 0.02001 | 0.33362 |
H A e 1 5 | Accept |  0.033333 | 0.3452 | 0.02 | 0.03137 | 267.45 |
Over 400 Candldates T L T S o £ 0.02 | 6 Accept |  0.086667 |  0.32461 | 0.02 | 0.020012 |  0.0068915 |
| 71 Accept |  0.026667 |  0.34366 | 0.02 | 0.020196 | 11.683 |
0 | 8| Rceepr | 0.033333 |  0.36197 | 0.02 | 0.026228 | 24.966 |
0 5 10 15 2 2% &
| 9| Accept |  0.026667 |  0.33712 | 0.02 | 0.024893 | 16.545 |
Function evalustions | 10 | Accept | 0.033333 |  0.32808 | 0.02 | 0.027088 | 15.931 |
| 11| Aceept | 0.033333 |  0.35001 | 0.02 | 0.027108 |  0.0017911 |
| 12 | Accepe | 0.04 | 3.2209 | 0.02 | 0.027378 | 0.64382 |
Objective function model | 13 | Accepr |  0.033333 | 0.32884 | 0.02 |  0.027206 | 0.0010375 |
| 14 | Accept |  0.033333 |  0.38064 | 0.02 | 0.027246 |  0.0066645 |
| 15 | Accept | 0.12 | 0.36634 | 0.02 | 0.027368 |  0.0060464 |
| 16 | Aceept | 0.12 |  0.32528 | 0.02 | 0.027431 | 299.14 |
| 17 | Accepr | 0.073333 | 6.1264 | 0.02 | 0.027298 | 995.2 |
g | 18 | Aceept | 0.12 | 0.34415 | 0.02 | 0.027263 |  0.0010034 |
B | 19 | Accept |  0.033333 | 0.33577 | 0.02 | 0.027183 | 0.019231 |
5 | 20 | Rceept | 0.033333 |  0.33763 | 0.02 | 0.02718 | 0.073821 |
8
5 | Iver | Eval | Objective | Objective | BestSofar | BestSofar | BoxConstrain |
@ | | resule | | runtime | (cbserved) | (estim.) | 1
E; | 21| Accepr |  0.026667 |  0.33277 | 0.02 | 0.026381 | e.a113 |
3 | 22| Accepc |  0.033333 |  0.39717 | 0.02 | 0.026991 | 1.1845 |
2 | 23 | Accept | 0.12 | 0.33431 | 0.02 | 0.026978 | 2.3901 |
B 23
£
w
50 100 150 200 250 300 350 400 KemeiScale BoxConstraint
. . - ) I a ’
Signal index 111 Busy i

NCA: Neighborhood Component Analysis Hyperparameter Tuning
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Text Analytics

i i ivri (36,1) coolant leak spinner light outwip
Spllt Text into Individual Words (37.1) stroh liahts not workinaohwvd leak
documents = tokenizedDocument(repairNotes) bag =
- Sou rces Of TEXt Data bagOfWords with 913 words and 617 documents
Create a Bag-uf-Words Model preventative maintenance  service
H 1 1 1
— Maintenance Logs 0 0 0
bag = bag0fWords(documents)
— News/Social Media ndl =
Fit a Topic Model with 4 Topics tdaklodel with properties:
— Customer Surveys NurToplcs: 4
numTopics = 4; TopicConcentration: 1.3262
I mdl = fitlda(bag,numTopics TopicProbabilities: [4x1 doublel
Fleld Reports . ( g,nu pL ) WordConcentration: 1
Vorabulary: (1812 ctrinnl

= Applications
— Sentiment Analysis: Determine if news about a product is positive/negative
— Maintenance: Identify hidden groups of issues in maintenance logs

— Document Classification: Tag unread documents (eg. for triaging, routing, etc.)
16
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Text Analytics Toolbox

Access and Explore Data Preprocess Data Develop Predictive Models

Clean-up Text Convert to Numeric
Topic: 1 Topic: 2 Topic: 3
. e h"ljl a invo (ngbn[t” C(;]\". le ’: I:[gl’:t Dut
Media reported two trees COr;:gyto.;m ‘;%Y t%qegast ‘;Iai rlgfetl‘;” -
: wer f il ann
e n\m-\(mirce bro ken -
the Old Fort area. docl e
Topic: 4 Topic: 5 Topic: 6
missing engine
. cable driver bent out . sander
media report two tree blown Gz | 1 0 1 . “boltsal o check
d . 1 CheCk dont install I|ght as y
own 140 old fort area plow Start-. o in 0N dE
t|res close splnner

« Word Docs « Stop Words « Bag of Words « Latent Dirichlet
 PDF’s « Stemming  TF-IDF Allocation

« Text Files « Tokenization « Word Embeddings -+ Latent Semantic
Analysis

17
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ASML Develops Virtual Metrology Technology for
Semiconductor Manufacturing with Machine Learning

r All Wafers have TWINSCAN |

.| Metrology (alignment, leveling) I
i Wafers measured VOV\?;rasy:M:elirla‘\:agy E CUtaW&y Of a TWINSCAN
with Overlay

e | Q90eee| @nd Track as wafers
o0 :;:: receive alignment and
seeemee==7==|  overlay metrology

Challenge

Apply machine learning techniques to improve overlay
metrology in semiconductor manufacturing

oee
oL ee
2 oee

SOI Utl on “As a process engineer | had no
Use MATLAB to create and train a neural network that experience with neural networks or
predicts overlay metrology from alignment metrology machine learning. | worked through
the MATLAB examples to find the
best machine learning functions for
Res u ItS generating virtual metrology. |
= Industry leadership established couldn’t have done this in C or
= Potential manufacturing improvements identified Python—it would’ve taken too long
= Maintenance overhead minimized to find, validate, and integrate the
right packages.”
Emil Schmitt-Weaver
ASML
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http://www.mathworks.com/company/user_stories/asml-develops-virtual-metrology-technology-for-semiconductor-manufacturing-with-machine-learning.html?by=company

Deep Learning




Machine Learning or Deep Learning?

Machine Learning Approach

o
3 =|IF 1. Normal
— ._—> — | el 2. Monitor

Sensorl ——— .@ Sensor a
Sensor 2 = _%_—b Sensor b

Sensor ¢

3. Maintain

Sensor 25

Correlation Feature

Analysis Extraction Learning Output

Deep Learning Approach

Sensor 1 =

ez — e B S S B EEE | D — BEE

3. Maintain

1. Normal

Sensor 25 =

Feature Extraction & Learning Output

21
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Object recognition using deep learning

ey - — — N

b Otyect Derection using Corwolutionsl Newrsl Networks

chain mail

chain mail (95,40 %)
dishrag (2.02 %)
stole (1.23 %)
mitten (0.58 %)

honeycomb (0.23 %)

T

P oM m 3 W € TN RIS o L raae o,

Training (GPU) Millions of images from 1000 different categories

PrediCtion =20 ima ghio aYaYaValalliTale Ta¥a V/ala aalaYaValaYaYalfa¥a /o NtAN 2
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Detection and localization using deep learning

Regions with Convolutional Neural
Network Features (R-CNN)

Semantic Segmentation using SegNet

23
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Why is Deep Learning So Popular Now?

30
22.5
&2
5 15 Human
= Accuracy
L
/.5
0
2010 2011 2012 2013 2014 2015

machine learning deep learning




Deep Learning Enablers

60x Faster Training in 3 Years

= |[ncreased GPU acceleration *

L mm TN

2013 2014

2016

AlexNet VGG-16 ResNet
PRETRAINED MODEL PRETRAINED MODEL PRETRAINED MODEL
Caffe GooglLeNet
" World'CIaSS mOdels MODELS PRETRA?NED MODEL Tenso,\rlsl,?:\,_,éKeras

i e

ppd e

« Labeled public datasets
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Deep Learning Uses a Neural Network Architecture

ARANRAN
e e e~
2e) e ek
ERXIARC IR X
NN

Output
Layer




Thinking about Layers

= Layers are like blocks

— Stack on top of each other

— Replace one block with a different one

= Each hidden layer processes the
information from the previous layer



Thinking about Layers

= Layers are like blocks
— Stack on top of each other
— Replace one block with a different one

= Each hidden layer processes the
information from the previous layer

= Layers can be ordered in different
ways




Deep Learning for Signals (Non Image)

Convolutional Neural Networks (CNN)

(i
f

spectrogram/scalogram and use it as

= Convert the time series into a ) |
”
an input to a CNN. .

Long Short-Term Memory (LSTM)

= Neural networks which connect
through time.




Demo: Speech Command Recognition

Goal:

= Use deep learning techniques to
recognize a given set of commands
in audio signals.

Approach A PR 5 - -
. . g 5 3 2 s 3 a U
« Load audio signals el (B o) Hti HQ,“ ‘ Dm )

Off
» Convert the speech waveforms to A SN
log-bark auditory spectrograms.

= Train a CNN to detect presence of

30




Two Approaches for Deep Learning

1. Train a Deep Neural Network from Scratch

. 1 CONVOLUTIONAL NEURAL NETWORK {CNN) CAR V
{ LEARNED FEATURES "95% 1|
= 3% TRUCK X
l." :‘: AT o0 | o
4] — — e M AR S | e . .
--- \ - 2% = ®
BICYCLE X

2. Fine-tune a pre-trained model (transfer learning)

FINE-TUNE NETWORK WEIGHTS

g _{ J [ m CAT v
o PRE-TRAINED CNN NEW TASK
L' DOG X

© Terasoft, Inc.
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Import the Latest Models for Transfer Learning

Pretrained Models* Import Models from Frameworks

= AlexNet = Caffe Model Importer

= VGG-16 » TensorFlow/Keras Model Importer
= VGG-19

= GoogleNet
= |nceptionV3 (coming soon)
= Resnet50

AlexNet VGG-16 ResNet
PRETRAINED MODEL PRETRAINED MODEL PRETRAINED MODEL
Caffe GooglLeNet TensorFlow/Keras
MODELS PRETRAINED MODEL EEE LS

* single line of code to access model

32
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Integrate analytics with systems
3 B

MATLAB
- .

v [Qm ‘] }

u ‘ | rEc:r k=1:max r", ‘ 1
EOI‘ k=1:max : ; :g:{:;; 1'1 For k=1:max
% = £ft(dat S et
v = 20%logl 1' 5 "
l - - |
Embedded Hardware Enterprise Systems

Standalone Excel MATLAB
Application f§ Add-in e Production
Spark Server

MATLAB
' Runtime

(" =
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Key Takeaways

T Use apps in your workflow to
quickly compare and select
candidate algorithms

_| Use programmatic

' workflows for fine-tuning

| model parameters to

| achieve robust performance

Use feature selection to get rid
of unnecessary features and
prevent overfitting

Use automatic code generation
=~ | to rapidly deploy your analytics
b Gl to embedded targets

Embedded Systems
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Next Steps — How can we help?

Resources More options
« Seminars and technical deep dives = Technical support
= Data Analytics = Advanced customer support
- Machine Learning = Installation, enterprise, and cloud
- Deep Learning deployment
- Big Data = Training courses

Consulting services



https://www.mathworks.com/solutions/data-analytics.html
https://www.mathworks.com/solutions/machine-learning.html
https://www.mathworks.com/discovery/deep-learning.html
http://www.mathworks.com/discovery/big-data-matlab.html

Thank you!

“No matter what industry our
client is in, and no matter
what data they ask us to
analyze—text, audio, images,
or video—MATLAB enables us

to provide clear results faster.”
Dr. G Subrahmanya VRK Rao, Cognizant
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